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Chapter 1 

 

INTRODUCTION 

 

1.1 Background 

 Initial reports suggested that human perception of sound source laterality depended solely 

on the differences in level of a signal at the two ears (e.g., Rayleigh, 1875); however, this notion 

was amended in favor of the duplex theory of sound localization (Rayleigh, 1907), which has 

persisted for more than a century. The duplex theory states that sound source localization in the 

horizontal plane is determined primarily by two frequency-dependent binaural cues: the 

difference in level at the two ears (interaural level difference; ILD), and the difference in the 

arrival time, or phase, of sound at the two ears (interaural time difference and interaural phase 

difference; ITD and IPD). Specifically, Rayleigh suggested the ILD is more effective for high 

frequencies, above about 1.5 kHz, where the head is able to attenuate short wavelengths and 

create a level imbalance between the two ears, with the more intense side indicating the origin of 

the sound source. Conversely, frequencies below about 1.5 kHz are able to bend around the head, 

and therefore provide much weaker ILDs, if any. Instead, the comparatively longer wavelengths 

below about 1.5 kHz provide ITDs that indicate laterality based on arrival time, with perceived 

azimuth drawn toward the earlier side. As will be discussed below, subsequent work has 

provided a more comprehensive, but ultimately incomplete understanding of the relationship 

between these two binaural cues.  
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1.1.1 Binaural cues for azimuthal sound source localization 

 In an elegant experiment, Mil ls (1960) put the duplex theory to the test by comparing the 

just noticeable differences (JNDs) in time and level of a sound-field stimulus to JNDs in level 

obtained using a dichotic stimulus under headphones, across a range of frequencies (octaves and 

inter-octaves from 0.25 ï 8 kHz, and 10 kHz). Results revealed that the dichotic intensity JND 

function matched that of the sound-field JND function between 1.5 ï 6 kHz, while the functions 

diverged significantly at frequencies below 1.5 kHz, as predicted by the duplex theory. 

Complimentary findings were reported by Zwislocki and Feldman (1956), who measured JNDs 

in dichotic phase as a function of frequency. They showed interaural phase JNDs increased with 

increasing frequency, becoming too large to measure at approximately 1.3 kHz. Taken together, 

these studies provide evidence in favor of the frequency-specific nature of ITDs and ILDs for 

pure tone stimuli.  

 However, as pure tones rarely exist in natural settings, it is important to examine the 

nature of binaural cues using more complex stimuli. Wightman and Kistler (1992) asked listeners 

to judge the perceived locations of wideband and 5 kHz highpass filtered signals. They filtered 

all stimuli using sound-field-to-eardrum transfer functions measured for each participant, which 

simulated sound-field cues under headphones (see Wightman & Kistler, 1989 for details of the 

stimulus generation). Specifically, they manipulated the interaural phase to indicate a static 

location (0°, -45°, or 90°) and recorded listener responses of apparent location to ILDs (and 

spectral cues) indicating various other directions. Results showed that listenersô perception 

corresponded to the ITD for wideband stimuli (which contained both high and low frequencies), 

regardless of the ILD value. In contrast, the perceived azimuth of the 5 kHz highpass stimuli 

relied on the ILD. These results support the general duplex theory, and also suggest that ITD is 
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the dominant cue for localization when both high and low frequencies are present in the same 

signal.  

 McFadden and Pasanen (1976) measured lateralization accuracy using noise signals of 

various bandwidths (centered around either 500 or 4000 Hz), as well as two-tone complexes that 

varied in rate and depth of modulation. They found that as stimulus bandwidth increased, smaller 

ITDs were able to achieve the same lateralization accuracy as larger ITDs. Interestingly, with a 

bandwidth of 800 Hz, lateralization performance was the same for stimuli centered around 500 

Hz and 4000 Hz. For two-tone complexes, ITD cues were more effective for larger frequency 

separations (up to a point) and deeper modulation depths. McFadden and Pasanen interpreted 

their findings as suggesting three types of interaural timing cues: (1) onset time differences 

(arrival time is earlier at one ear); (2) ongoing time differences (fine structure phase 

relationship); and (3) envelope time differences (slow envelope fluctuations present in a signal at 

least 1 ms in duration). The existence of envelope differences in complex signals invalidates the 

frequency specificity of the duplex theory for signals other than pure tones; that is, envelope cues 

provide timing differences at frequencies above the physiological limits of phase locking. 

 Hafter and Dye Jr (1983) further studied the effects of rate of change in the stimulus 

envelope by manipulating the interclick interval (ICI) present in trains of clicks (ICIs tested were 

1, 2, 5, or 10 ms). The listenersô task was to indicate the perceived directional shift from one 

interval to another in a two-interval, forced choice experiment. Results showed that with longer 

ICIs, most listeners were able to use the ITD present in each click with equal efficiency. 

However, at shorter ICIs, performance decreased, suggesting ITD information was not fully 

integrated at high click rates. Findings from Freyman et al. (1997) aid in understanding these 

results by demonstrating a relationship between onset delay and the degree of ambiguity of 
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ongoing cues. Specifically, Freyman et al. (1997) showed that lateralization is determined largely 

by onset cues when ongoing cues are ambiguous (as in the short ICI trains of Hafter and Dye, 

1983). Conversely, if the ongoing cues are salient then onset dominance does not play a major 

role in lateralization. Macpherson and Middlebrooks (2002) confirmed several of the findings 

already discussed, as well as adding that monaural spectral cues have little or no influence on 

perceived azimuth (see also Hofman et al., 1998).  

 Thus, the duplex theory provided early insight into the relationship between ITD and ILD 

cues for pure tone stimuli, but fails to account for the observed data involving complex stimuli. 

While subsequent work has accounted for several behavioral phenomena in violation of the 

duplex theory, the relationship between interaural differences in time and level have yet to be 

fully understood. For instance, the seemingly straightforward question of determining the ITD 

required to offset an opposing ILD has yielded a variety of results that depend on a number of 

factors (e.g., David Jr et al., 1959; Hafter & Carrier, 1972; Ignaz et al., 2014; McFadden et al., 

1972; Young Jr & Levine, 1977). The discrepancies in perceived azimuth when directly setting 

one binaural cue against the other represents a fundamental unexplained phenomenon in the 

processing of binaural cues for spatial hearing, and is the focus of the current study. The sections 

that follow discuss the literature pertaining to binaural interaction and propose a novel research 

study to address an existing gap in the current knowledge base.  

 

1.1.2 Trading of interaural time and level differences 

 A direct method used to investigate the relationship between ITDs and ILDs is to set the 

cues into opposition; that is, to create a time delay favoring one ear, and a level difference 

favoring the opposite ear. According to Blauert (1997, p. 165), the first reports of cue trading 
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were Klemm (1920) and (Wittmann, 1925). Klemm (1920) positioned a listener between two 

telephones that had been modified to produce identical intensity and timber. Among various 

other binaural hearing experiments, the following scenario and experimental question emerged:  

 

éließ sich ein Intensitätsunterschied herstellen, unter dessen Wirkung das 

subjektive Hörfeld sicher auf die Seite des stärkeren Schalls hinüberrückte. 

Läßt sich nun dieser Einfluß des Intensitätsverhältnisses durch einen 

entgegengesetzten Zeitunterschied so ausgleichen, daß das Hörfeld wieder 

in die Mitte rückt? (pg. 130) 

 

éa level difference was introduced, with the effect that the subjective 

auditory sensation was clearly pushed over to the side of the stronger sound. 

Does this intensity relationship balance out with the introduction of a time 

difference in the opposite direction, in such a way that the subjective 

sensation is pushed back to the center? (Translation: Travis Moore) 

 

Classically, the unit of measure of the time or level difference required to offset the 

complimentary cue has been in ratio form: µs/dB. Shaxby and Gage (1932) coined the term 

trading ratio, which is commonly used in the literature, and reported a value of 1.7 µs/dB. That 

is, listeners required 1.7 µs of right-leading ITD per decibel of left-favoring ILD to center an 

intracranial image. Because this terminology assumes a linear relationship between ITD and ILD 

effectiveness, and that assumption can be violated, this document uses the term trading relation, 
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after Lang and Buchner (2008). The section below discusses several methods used to measure 

trading relations, followed by a review of the major findings.  

 

1.2 Psychophysical paradigms in the cue-trading literature 

1.2.1 Centering 

 While results of trading studies are often described in µs/dB, there are a variety of 

methods to obtain the data. For instance, Shaxby and Gage (1932) introduced a centering method 

of measuring the equivalence function by asking listeners to adjust the amount of right-leading 

ITD in a stimulus with a fixed, left-biased ILD until the intracranial image was centered at the 

midline (see also David Jr et al., 1959; Deatherage & Hirsh, 1959; Harris, 1960). The data were 

plotted as values of ITD (in µs) along the ordinate as a function of several fixed ILD levels tested 

along the abscissa. A constant was derived from linear fits of the data that explained the linear 

relationship between the two cues (a trading ratio per se).  

 

1.2.2 Pointing 

 Moushegian and Jeffress (1959) introduced a type of matching procedure using a target 

and pointer. Experimenters presented a pure tone with a fixed ITD and ILD (the target), while 

listeners adjusted the ITD of a noise ñpointerò until it matched the perceived azimuth of the 

target (see also Feddersen et al., 1957). They reported a trading relation of 2.5 µs/dB using a 500 

Hz pure tone. Whitworth and Jeffress (1961) employed a similar technique, using 500 Hz pure 

tones for both target and pointer. The target and pointer were presented in alternation, with the 

listener adjusting the ITD in real time. Trading ratios ranged from 0.3 µs/dB to 20 µs/dB 

(discussed in depth below). In yet another variation, Young Jr and Levine (1977) asked listeners 



7 

 

to adjust a pure tone pointer to match the location of a noise target. They reported trading 

relations ranging from 40 ï 80 µs/dB at 500 Hz. Hafter and Jeffress (1968) tested pure tone and 

noise stimuli in the same experiment, both with and without a standard diotic reference. They 

report a range of trading relations, ranging from 20 ï 50 µs/dB for tonal stimuli, and 85 to 150 

µs/dB for high-pass clicks.  

 

1.2.3 Method of limits 

 Young (1976) used the method of limits to obtain a trading relation by asking listeners to 

report the position of an intracranial image using the terms ñleft,ò ñright,ò or ñmidlineò as the 

experimenters adjusted the ILD in the presence of a fixed ITD. Listeners made these reports as 

the auditory image moved from a random starting position and crossed the midline. The intensity 

needed to center the intracranial image when moving it back across the midline was considered 

the ILD value required to offset the ITD. At 400 Hz, the trading relation was approximately 80 

µs/dB.  

 

1.2.4 Detection 

 Hafter and Carrier (1972) measured psychometric functions using a same-different 

method. Each trial consisted of two, 500 Hz tone bursts in a 2-interval, forced choice (2IFC) task 

(see also Domnitz & Colburn, 1977). For the ñsameò condition, both signals were diotic, while 

the ñdifferentò condition contained a diotic standard followed by a dichotic test signal. Listeners 

responded ñdifferentò if there were any perceived differences between standard and test, 

otherwise they responded ñsame.ò Measures of d' were plotted along the ordinate as a function of 
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fixed ILD values tested along the abscissa. The parameter tested was the ITD value. The mean 

trading relation was approximately 19 µs/dB.  

 

1.3 Response indication techniques 

 While there are a variety of techniques used to collect participants responses of perceived 

azimuth, this document divides them into two main types: allocentric and egocentric. Both types 

are discussed below. 

 

1.3.1 Allocentric responding 

 This document refers to ñallocentricò response techniques as those which require the 

observer to indicate the perceived location of a target using an external reference. Examples of 

this technique include asking participants to indicate an apparent source by positioning a dot on a 

diagram of a head wearing earphones as seen from behind (Lang & Buchner, 2008), or pointing 

to a location on a sphere positioned in front of the participant (Gilkey et al., 1995).  

 

1.3.2 Egocentric responding 

 This document refers to ñegocentricò response strategies as those which do not require a 

shift in first-person perspective. Examples of reporting that maintain a participant-centered 

reference include shining a spotlight on a semicircular strip placed in front of the participant 

(Butler & Naunton, 1962) and verbally calling out response coordinates (Wightman & Kistler, 

1992). A particularly intuitive example was implemented by Stecker (2010). In a centering task, 

participants were asked to adjust the ILD present in a stimulus with a fixed ITD by rotating their 

heads. The ILD was calculated to be equal in magnitude and opposite in sign to the head 
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azimuth. Turning the head toward the ITD caused the image to move toward the interaural 

midline, and turning in the opposite direction moved the image away from center (i.e., when the 

ILD and ITD favored the same direction). In a separate task, Stecker (2010) also asked 

participants to indicate the perceived azimuth of single stimulus presentations (using the method 

of constant stimuli; MOCS) by head-turn. The current study made use of the second type of task.  

 

1.3.3 Head-pointing, lateralization and virtual reality 

 Gilkey et al. (1995) introduced the ñGodôs eye localization pointingò (GELP) method, 

and compared it to several other response techniques used for recording perceived azimuth. The 

GELP method, mentioned briefly above, makes use of a sphere positioned in front of the listener, 

who uses a stylus to point to the corresponding location of an acoustic signal. This technique was 

compared to localization data from studies that recorded perceived azimuth by asking listeners to 

call out coordinates (Wightman & Kistler, 1989) and point their heads in the direction of the 

perceived source (Makous & Middlebrooks, 1990). They found the head-pointing technique 

produced results that most closely matched the actual sound-field locations of the stimuli. It 

seems reasonable that an intuitive action, such as orienting toward a sound source, yielded more 

accurate localization judgments than the GELP method, which requires the listeners to alter the 

frame of reference to an externalized object. Head-pointing also proved more accurate than 

verbally calling out estimated coordinates, despite the egocentric nature of both tasks. It appears 

that the instinctiveness of orienting the head in the direction of a sound might offer an advantage 

over other egocentric techniques.  

 Considering that head-pointing yields the most accurate localization results, a pertinent 

question is whether this technique can be used to indicate the perception of an intracranial image 
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presented under headphones. Results from Stecker (2010) suggest head-pointing is a valid 

method even without the use of sound-field stimuli. Localization data from his study were 

systematic and sensitive to the study parameters, and participants reported turning their heads in 

the direction of a perceived intracranial image was quick and intuitive. The ease of translating a 

ñlateralizationò task outside the head is in line with a report from Jeffress and Taylor (1961), 

who compared an externalized lateralization task (assigning an azimuthal position in space to 

stimuli presented under headphones) to similar data obtained in the sound-field (Stevens & 

Newman, 1936). They showed that judgments were very similar between headphone and sound-

field stimuli, without the need for additional practice to externalize the headphone stimuli. 

Participants reported the task was easy, despite the fact they perceived the sound intracranially 

and indicated position using lamps positioned approximately 6 ft away. In a binaural interaction 

study, Lang and Buchner (2008) trained listeners using head-related transfer functions (to 

simulate the sound-field and achieve percepts outside the head), but used unfiltered stimuli 

during the testing session. They also reported systematic and sensitive results, without reported 

difficulty from participants.  

 In light of the results described above, the current study used a head-pointing technique 

to record participant responses. In an effort to increase the intuitive nature of the technique and 

create improved realism, the head-pointing procedure was performed in a virtual reality (VR) 

environment. Van Veen et al. (1998) advocate that virtual reality offers several benefits to 

laboratory tests. For instance, they mention the precise control of stimuli, easy manipulation of 

parameters, interactivity between subject and environment, improved multisensory realism, and 

multiple methods of recording responses. The current study utilized VR to simulate an outdoor, 

free-field environment. This step adds realism to previous head-pointing procedures, which 
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required listeners to orient to sound sources in the presence of a variety of potential visual 

anchors present in the laboratory (e.g., speakers, wall and floor patterns). VR also offers the 

potential for consistent visual input when testing across studies and physical laboratory locations. 

It is important to note that this dissertation does not concern the influence of visual cues or VR 

on TRs. Rather, these experiments were a first step toward using VR in future studies for 

increased face validity and more complex manipulation of audiovisual interaction. The VR 

environment is described in detail in the General Methods.  

 

1.4 Complications in quantifying trading relations 

 Consistent with the variety of factors at play in determining the frequency selectivity of 

binaural cues discussed above, multiple parameters affect ITD/ILD equivalence relations: the cue 

being adjusted (Young Jr & Levine, 1977); task (Lang & Buchner, 2008); adaptation (Thurlow & 

Jack, 1973); cue magnitude (David Jr et al., 1959); feedback (Carlile et al., 2001); the distance of 

the cues from the listener (Shinn-Cunningham et al., 2000); interclick interval (Stecker, 2010); 

relative laterality between cues (Moushegian & Jeffress, 1959); naturalness (Gaik, 1993); 

masking (Teas, 1962); and whether a reference tone is present (Ignaz et al., 2014).  

 

1.4.1 Incomplete trading 

 The complex nature of binaural cue interaction is complicated by the finding that the 

trade between time and intensity is incomplete (e.g., Hafter & Carrier, 1972). In other words, 

there is no value of one cue that perceptually offsets the other cue completely. Hafter and Carrier 

(1972) demonstrated this by measuring psychometric functions for listenersô ability to detect a 

difference between a diotic and dichotic signal in a 2IFC task (described earlier). Following a 
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standard, diotic signal, a fixed ITD was presented (0, 10, 20, 30 and 40 µs; the parameter) over a 

range of ILDs (abscissa). Listenersô sensitivity was calculated as d', which was plotted along the 

ordinate. The range of ILDs tested included values that were both higher and lower than the ILD 

that yielded poorest detection, which produced ñVò shaped functions with minima indicating the 

least sensitive combination of ITD and ILD values. Notably, all of the function minima revealed 

sensitivity above d' = 0, implying incompleteness of the trade between time and intensity. From 

these results, Hafter and Carrier determined (1) the trade between time and intensity is 

incomplete; and (2) a partial trade does exist (function shapes depended on the ITD and ILD 

values). A third observation was that the weight of each cue differed widely across participants, 

despite well-practiced listeners (no less than 32,000 observations).  

 

1.4.2 Perception of dual images 

 A related complicating factor when measuring trading relations is the perception of two 

auditory images reported by some studies examining binaural interaction under headphones (e.g., 

Banister, 1926; Hafter & Jeffress, 1968; Whitworth & Jeffress, 1961). Whitworth and Jeffress 

(1961) investigated a phenomenon described by Banister (1926), wherein opposing interaural 

cues led to the perception of two separate auditory images. As described above, Whitworth and 

Jeffress (1961) asked listeners to adjust the ITD of a 500 Hz pointer until it coincided with the 

perceived azimuth of a fixed 500 Hz target. The target ILD was always 0 dB, with the ITD fixed 

at one of seven values (0, ±90, ±180, and ±270 µs). The pointer ILD was also fixed at one of 

seven values (0, ±3, ±6, and ±9 dB) while listeners adjusted the ITD. The results were plotted as 

the ILD of the signal along the abscissa, the ITD of the signal as the parameter, and the ITD 

adjustment, in µs, along the ordinate (see Figure 1). The data revealed listeners were able to use 
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the acoustic pointer to indicate the perceived azimuth of two intracranial images: one image that 

was determined almost entirely by the ITD (the ñtimeò image; lower plot of Figure 1), and one 

image that was determined by a combination of time and intensity (termed the ñintensityò image; 

upper plot of Figure 1). Whitworth and Jeffress reported TRs with values of 0.3 µs/dB and 20 

µs/dB for the time and intensity images, respectively.  

 

 

Figure 1. Perception of dual auditory images taken from Whitworth and Jeffress (1961). The upper part of the plot 

shows responses for the time/intensity image when binaural cues were set into opposition. The slope depicts the 

change in perceived azimuth depending on the fixed ILD value (abscissa). The lower portion of the plot shows 

responses when listeners focused on the time image. The flat slope indicates the time image was not affected by the 

fixed ILD. From ñTime vs Intensity in the Localization of Tones,ò by R. H. Whitworth and L. A. Jeffress, 1961, The 

Journal of the Acoustical Society of America, 33, pg. 1441ï1445. Copyright 1961 by AIP Publishing. Reprinted 

with permission.  

 

 

 While the absolute values of the time and intensity relations reported by Whitworth and 

Jeffress (1961) do not always agree precisely with other reported values, a consistent finding 
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across studies of TRs shows the time image produces a comparatively smaller ratio than the 

intensity image. Hafter and Jeffress (1968) suggested that the wide range of trading relations 

across studies may be due to the presence of dual images. They argue that because it takes 

extensive training for a listener to perceive and interact with double images, participants may 

unwittingly respond to one image on some trials and the complimentary image on others, within 

the same experimental session. For example, a listener who responded to the intensity image on 

one trial would require a larger offsetting ITD than when the same listener responded to the time 

image.  

 The existence of a poorly understood, confounding factor that leads to variations in 

trading relations is a fundamental deficit in obtaining reliable information pertaining to binaural 

cue interaction. As mentioned above, two main hypotheses have been proposed to account for 

the different trading relations that seem to depend on either time or a combination of time and 

intensity cues (discussed below).  

 

1.4.3 Existing hypotheses for cue-dependent trading 

Regression 

 In contrast to the theory proposed by Hafter and Jeffress (1968), that variations in trading 

relations can be explained by the perception of dual images, Trahiotis and Kappauf (1978) 

proposed a judgmental bias can account for the cue-specific trading data. They cite similar 

differential results in the psychophysical literature at large when using the MOA to measure a 

common function obtained by matching variables of different dimensions. They discuss 

vibrotactile data from Sheldon (1973), as discussed by Kappauf (1975). In brief, participants 

matched the abruptness of a vibrotactile standard by adjusting one of two parameters of a similar 
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vibrotactile target: rise time, and final amplitude. A different ñequal-surge contourò was 

produced depending on whether the participants adjusted rise time or amplitude. Specifically, 

when time was adjusted, the final value was closer to the rise time of the standard. Conversely, 

when amplitude was adjusted, the final value was closer to the amplitude value of the standard. 

 In other words, ñthe observerôs matching settings regress toward the level of the standard 

on the dimension being adjustedò (Kappauf, 1975). Thus, adjusting the ILD of a pointer to match 

a diotic standard would result in a smaller ILD denominator because the adjusted ILD value 

would regress toward 0 dB, resulting in an artificially large trading value. For example, a TR of 

33 µs/dB (ITD = 400 µs, ILD = 12 dB) increases with an ILD biased closer to 0 dB: 80 µs/dB 

(ITD = 400 µs, ILD = 4 dB). The opposite effect on the ratio occurs when the ITD is adjusted. 

The original 33 µs/dB would shrink to just 8 µs/dB (ITD = 100 µs, ILD = 12 dB). These trading 

relations are biased in the same direction as the reported time- and intensity-based equivalence 

relations reported in existing studies.  

Attenti onal upweighting 

 Lang and Buchner (2008, 2009) propose a different account for the difference in TRs 

depending on the cue being adjusted. In a first experiment, TRs were measured using the MOA, 

where listeners used a slider presented on a computer screen to adjust the ILD (or ITD) of a 

target with a fixed, opposing value of the complimentary cue. The listeners were instructed to 

center the auditory image. The stimulus was played in a loop (ISI = 500 ms) until adjustments 

were completed, and the final values of ITD and ILD that produced a centered percept were 

recorded. In a second experiment, participants judged the location of stimuli presented a single 

time that contained the same values of ITD and ILD required to center the target from the 

previous experiment. Listeners indicated perceived azimuth by positioning a red dot in relation to 
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a representative drawing of a head. The results revealed that previously centered percepts 

obtained using the MOA no longer appeared at midline when presented in isolation. Instead, 

Lang and Buchner reported a ñshift-backò effect, wherein the previously centered stimulus was 

perceived closer to the location of the static cue presented during the adjustment experiment 

(Figure 2).  

 Lang and Buchner (2008, 2009) argue that increased attention to the cue being adjusted 

during the MOA task results in a perceptual upweighting of the adjusted cue. For example, the 

artificially inflated weight of the ILD cue during adjustment would lead to an ILD insufficient to 

offset the opposing ITD when both cues were presented as a single stimulus in a localization task 

(i.e., when neither cue benefited from increased attention). The insufficient ILD creates an 

imbalance favoring the ITD, resulting in a percept shifted more toward the location indicated by 

the now-dominant ITD. The implication for measuring TRs is that adjusting the ILD leads to 

smaller required level differences, and thus larger trading ratios. Conversely, adjusting the ITD 

leads to smaller required time differences and smaller trading ratios. This pattern of cue-specific 

trading relations is consistent with the regression hypothesis, as well as the values reported in the 

binaural interaction literature.  
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Figure 2. Graphical representation of the shift-back effect described by Lang and Buchner (2008). A. The auditory 

image is perceived 35° to the left due to a 400 µs ITD favoring the left ear. B. Method of adjustment experiment, 

requiring the participant to offset the fixed ITD by adjusting the ILD. The green arrow shows the perceived location 

of the intracranial image at midline after the participant introduced an opposing 4 dB ILD. The effectiveness of the 

ILD is increased due to attending to that cue during adjustment. C. Localization experiment, presenting the same 

values obtained in A, in isolation (i.e., without the attentional benefit). The green arrow shows the intracranial image 

is no longer sufficient to center the auditory image, and the percept has ñshifted backò toward the fixed ITD. 

 

Regression and attentional upweighting  

 In an effort to determine whether regression or upweighting acted alone or in concert to 

influence trading relations, Ignaz et al. (2014) measured equivalence relations both with and 

without the presence of a reference tone in the same participants. They found that while cue-

specific trading relations occurred in the absence of a reference tone, confirming the experiments 

of Lang and Buchner (2008, 2009), the shift-back effect was greater when a reference was 

presented in alternation with the target, in support of the regression hypothesis. Taken together, 

the data reveal the existence of a perceptual phenomenon that differentially affects trading 

relations depending on the cue being adjusted in an MOA task. The mechanism may involve top-
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down control from attentional processes, but is also modulated by stimulus parameters (i.e., the 

presence or absence of an acoustic reference).  

Adaptation 

 The current study suggests a third possibility to account for the cue-dependent nature of 

TRs: auditory spatial adaptation. The section below introduces the concept of spatial adaptation 

in the auditory system and illustrates how adaptive processes can account for the existing 

binaural cue trading relationship findings.  

 

1.5 Adaptation in the spatial auditory system 

1.5.1 Adaptive localization aftereffects 

 Flügel (1920) first investigated the effect of prolonged, monaural exposure to sound on 

the azimuthal localization ability of the human auditory system. He showed that while binaural 

presentation of a tone resulted in a centered percept in the head, following monaural exposure to 

an adapting tone (from 0.25 ï 12 minutes), the same binaural presentation resulted in a perceived 

shift in the auditory image away from the adapted ear. Because the auditory image shifted in 

apparent location away from the adapted ear, Flügel reasoned the adaptor induced fatigue in the 

exposed ear, creating a preponderance of perceptual sensitivity favoring the unadapted ear. 

However, Bartlett and Mark (1922) found similar results using a binaural adaptor, suggesting the 

mechanism is more nuanced than simple neuronal fatigue (see also Jones & Bunting, 1949). 

Thurlow and Jack (1973) systematically tested the lateral placement of adaptors and probes for 

both ITD and ILD cues. Consistent with the early literature, they always noted a shift in the 

probe away from the adaptor. Specifically, eccentric adaptors of either cue type caused eccentric 

probes of the same cue type to shift toward the midline, while midline adaptors caused probes to 
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shift away from the midline (Figure 3). The effects of using adaptor/probe pairs of mixed cue 

types revealed results that were inconclusive.  

 

Figure 3. An illustration of the auditory localization aftereffect from Thurlow and Jack (1973). A. The green 

arrow illustrates midline perception of the intracranial image resulting from a diotic stimulus. B. The green arrow 

shows that following a preceding adaptor (the signal carrying a 400 µs ITD), the same diotic stimulus is 

perceived displaced away from the adaptor (i.e., away from the midline).  

 

 

 Canévet and Meunier (1994) measured the shift of a 15-degree probe following a midline 

adaptor, and found increasing drift of the probe with increasing duration of the adaptor. Canévet 

and Meunier (1996) repeated their findings in the sound-field as well as under headphones. 

Meunier et al. (1996) tested the adaptive aftereffect over a range of stimulus frequencies and 

bandwidths. They found the shift of the probe was larger using a narrow-band-noise (NBN) 

centered at 4 kHz compared with an NBN centered at 1 kHz. They also found that the effect was 

greatest when a broadband adaptor (2 ï 6 kHz) overlapped in frequency with the probe (i.e., 

greater effect for 4 kHz NBN than 1 kHz NBN). The direction of the shift was always away from 

the position of the adaptor.  
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 Kashino and Nishida (1998) systematically examined the frequency and ITD selectivity 

of the localization aftereffect. They found the effect was greatest when the frequencies of the 

adaptor and probe were similar, with the perceived shift disappearing for frequency separations 

greater than one-half octave. The results also suggested the aftereffect is selective to ITD value. 

The magnitude of the shift in the probeôs apparent location was greatest when ITDs differed by 

250 µs, and decreased for ITDs greater and lesser than this value for a tone at 4000 Hz. 

Consistent with previous work, the perceptual shift in probe location was always away from the 

position of the adaptor. Braasch and Hartung (2002) also confirmed the seemingly repulsive 

effect of an adaptor on a probe, and showed that the effect was greater in reverberation, 

compared to anechoic conditions.  

 

1.5.2 Similarities across psychophysical tasks 

 An interesting observation is the similarity in methodologies between studies of trading 

relations using the MOA and studies of auditory spatial adaptation. Many of the trading relation 

studies using the MOA described earlier use a paradigm that presents a standard and target in 

alternation. The result is repeated exposure to a static cue, followed by a changing (adjusted) 

complimentary cue. Kopļo et al. (2007) showed that displacement of a probe in the presence of a 

preceding stimulus can occur with a single adaptor presentation, with an adaptor duration of only 

2 ms. One interpretation of these results is that a lengthy period of adaptation is not a prerequisite 

to elicit the localization aftereffect.  

 Another similarity across MOA and adaptation tasks is the interstimulus interval (ISI). 

The ISIs used in MOA studies of binaural interaction typically range from roughly 200 to 500 ms 

(e.g., Hafter & Carrier, 1972; Lang & Buchner, 2008). This range overlaps with ISIs that 
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produce the localization aftereffect (e.g., Kashino & Nishida, 1998; Kopļo et al., 2007; Phillips 

et al., 2006). Furthermore, the standard and target in MOA tasks can be of the same frequency 

(e.g., Lang & Buchner, 2009; Whitworth & Jeffress, 1961), which has been shown to produce 

spatial adaptive aftereffects of the greatest magnitude (e.g., Kashino & Nishida, 1998).  

 It seems reasonable that cue-specific trading relations reported by studies of binaural 

interaction using the MOA could be contaminated by introducing the auditory localization 

aftereffect, due to the similar methodologies across studies.  

 

1.5.3 Adaptation and binaural interaction 

 While it seems reasonable that similar methods could lead to similar perceptual effects, 

an important consideration is whether one binaural cue can adapt the complimentary cue at all. 

Phillips et al. (2006) investigated the relationship between ITD and ILD by measuring 

psychometric functions for each cue type alone, and then following an adaptor of the 

complimentary cue type (e.g., an ITD adaptor followed by an ILD probe). The psychometric 

functions were consistently displaced from the adaptor, indicating that complimentary cue types 

can indeed serve as adaptors. Consistent with the same-cue adaptation literature, the probe was 

always displaced away from the adaptor, suggesting a common mechanism.  

 

1.5.4 Adaptation and cue-specific trades 

 It seems possible that auditory spatial adaptation could account for the observed findings 

in trading relations obtained using the MOA. As in the discussion concerning regression and the 

attention-shift model, a 33 µs/dB ratio (ITD = 400 µs, ILD = 12 dB) decreases when adjusting 

the ITD in an MOA centering task. The repeated presentation of a fixed standard ILD (ITD = 0 
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µs) favoring the left could serve as an adaptor to the adjusted ITD target. The result is that a 

smaller ITD is required to offset the ILD to center the percept, because as the target approaches 

the ILD ñadaptorò it is displaced toward midline. Thus the full ITD required to offset the ILD 

and center the image is not necessary using the MOA. This effect could conceivably occur with 

or without a reference tone. In the absence of a reference, the static ILD could serve as an 

adaptor and the changing ITD cue as the probe. The physical presence of a midline reference 

tone would lead to an even greater displacement of the percept from midline, because the 

repeated reference tone would become the adaptor. This scenario could account for the same 

pattern of results demonstrated by Ignaz et al., (2014) (i.e., greater shift-back effect in the 

presence of a reference tone).  

 Another possible role for adaptation is to increase neural thresholds for the static cue over 

time, creating an artificial imbalance favoring the adjusted cue. This is, in essence, a scenario 

opposite that proposed by Lang and Buchner (2008), who argued that attention to the adjusted 

cue led to greater weighting. There is in fact precedence for the weakening of a cue leading to 

changes in TR, rather than an increase in weighting. Stecker (2010) showed that decreasing the 

interclick interval between Gaussian-filtered impulses below 5 ms abolished the envelope cues 

necessary to extract ITD. This led to a shift in the equivalence function that favored the ILD. 

Subsequent analysis confirmed the shift was due to weakened ITD cues, rather than an increase 

in ILD effectiveness. Consistent with the findings of Stecker (2010), adaptation of the repeated 

cue would create a preponderance of activation favoring the adjusted cue due to a reduction in 

neural response to the static cue ï not an increase in firing to the adjusted cue.  
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1.6 Purpose of the current study 

 It has been shown that despite great advances in our understanding of the relationship 

between the azimuthal cues for sound source localization, current knowledge cannot explain the 

cue-specific nature of their interaction. The motivation behind this study was to provide novel 

insight into the fundamental nature of binaural spatial cues in order to advance current 

understanding of basic auditory spatial perception. To that end, this study investigated the 

potential influence of the auditory localization aftereffect on binaural cue TRs, using a head-

pointing technique in a virtual reality environment.  

 Three experiments were carried out. Experiment 1 measured TRs obtained using the 

MOA. Listeners adjusted the amount of ITD required to center a stimulus containing one of 

several fixed ILDs, and vice versa. Experiment 2 measured TRs obtained using a head-pointing 

technique similar to Stecker (2010). Combinations of ITD and ILD were presented in isolation, 

and the oriented head angle indicated perceived azimuth. Experiment 3 was identical to 

Experiment 2, with the addition of an adapting train preceding each probe.  

 It was hypothesized that the results from Experiment 1 and Experiment 3 (the MOA task 

and the adaptation paradigm) would produce similar TRs. That is, adaptation present in the 

MOCS adaptor conditions would reproduce the cue-dependent effects obtained from the MOA 

task. Accordingly, the results obtained from Experiment 2 (the no-adaptor head-pointing task) 

should differ from Experiments 1 and 3, because the no-adaptor MOCS task does not allow for 

adaptation. Specifically, the TR from the no-adaptor MOCS task should lie between those 

obtained from the other experiments. If these hypotheses are validated, similar TRs between the 

MOA and adaptation paradigm will provide evidence suggesting auditory spatial adaptation is 
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involved in trading ITDs and ILDs. Such a finding would have implications for the interpretation 

of past work and for the design of future studies investigating binaural cue interaction.  
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Chapter 2 

 

GENERAL METHODS 

2.1 Participants 

 Ten adult listeners were recruited from Vanderbilt University for this study. One 

participant was excluded due to inability to complete the task. The remaining nine participants (8 

females; aged 24 ï 33 years; M = 28 years) completed all tasks. All participants had normal, 

symmetrical hearing at octave frequencies from 250 ï 8000 Hz (< 25 dB HL), verified using 

standard audiometric procedures for air conduction thresholds. There was no history of 

neurogenic or otologic disease, as evidenced by self-report. All participants reported normal, or 

corrected normal visual acuity and color vision. Participants were compensated for their time. 

This study was approved by the Vanderbilt Institutional Review Board.  

 

2.2 Testing environment and apparatus 

 All sessions were conducted in a sound-treated room. Participants wore an Oculus Rift 

virtual reality headset (https://oculus.com), while seated in a swivel chair approximately 1 m 

from dual motion sensors. The custom virtual environment was coded using the Unity3D game 

engine (https://unity3d.com; version 2018.2.1f1) on a custom-built PC running Steam VR 

(version 2017-01-30, Valve Corporation, Bellevue WA USA). The virtual environment placed 

the participant in the center of a circular platform, with red helium balloons ñtiedò around the 

outer platform perimeter in 1-degree steps. The only orienting cue was that the balloon at midline 

was green. The larger area was an outdoor setting consisting of uniform grass and clear sky to 

avoid visual reference points, while also creating the visual equivalent of a free field (Figure 4).  

https://oculus.com/
https://unity3d.com/
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Figure 4. The virtual reality environment seen during the localization experiments. The green balloon visually marks 

the midline. The reticle (above green balloon) moves with the head and is used to indicate perceived azimuth. 

 

 

Participants interacted with the environment to make responses via standard Oculus handheld 

controllers. Each controller had two push buttons, a thumbstick button, a trigger, and a grip 

button. Various input methods were used for each experiment (discussed in the experiment-

specific methods). The spatial position of the head-mounted device (HMD) was tracked using the 

Riftôs onboard gyroscope.  

 A reticle in the center of the visual field followed participant head movements, allowing 

them to aim at individual balloons simply by orienting the head. This paradigm was also used to 

maintain proper head position at the onset of each trial. Participants were instructed to keep the 

reticle centered on the green balloon (midline) either throughout the experiment (Experiment 1), 

or to begin a new trial after head pointing (Experiments 2 and 3). If the reticle moved away from 
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the green balloon, the experiment stopped and a green box appeared at midline. The experiment 

continued only after the reticle was returned to the green box for 2 seconds.  

 A second PC (Dell, Inc.) running MATLAB (Mathworks, Natick, MA) communicated 

with the presentation computer running the Unity3D game engine via transmission control 

protocol/Internet protocol (TCP/IP). Behavioral tasks for all experiments were coded in 

MATLAB. These scripts also controlled the virtual reality environment via triggers to call 

custom Unity3D functions (e.g., balloon pop, reset environment), and to store responses and 

HMD position data. A diagram of the setup is provided in Figure 5.  

 

 

Figure 5. The experimental setup. The blue (bottom) computer runs MATLAB, which controls the virtual scene, 

rendered by the green (top) computer. The blue computer also delivers audio directly to the insert earphones. The 

green computer records and sends responses and head position to the blue computer for storage.  
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2.3 Stimuli 

 All sounds were synthesized using MATLAB. Because synchronization between auditory 

and visual stimuli were not of importance to the study, no timing calibration measurements were 

made between the audio onset and Unity3D function execution. Auditory stimuli were 

synthesized at 48.828 kHz (Tucker-Davis Technologies RP2.1, Alachua, FL) and presented via 

ER-2 insert earphones (Etymotic, Elk Grove Village, IL). Stimuli were presented from the 

MATLAB PC, bypassing the Unity3D audio device completely. All stimuli consisted of 500 Hz 

pure tones with a duration of 500 ms. Unless modified by introducing an ILD, all stimuli were 

presented at a level of 65 dBA. Tones were gated using raised cosine ramps of 20 ms duration to 

avoid spectral transients. Differences in arrival time at the two ears were computed by shifting 

the whole waveform of one channel relative to the other in time. Level differences were achieved 

by halving the desired ILD and applying offsets as a reduction to one channel, and as an increase 

to the other channel.  

 Pure tones at 500 Hz were chosen for several reasons. First, 500 Hz provides a robust, 

lateralizing cue for manipulation of ITDs (Zwislocki & Feldman, 1956), while also being 

sensitive to ILDs under headphones. Second, 500 Hz tones allow the results of the current study 

to be compared with existing studies of binaural cue interaction, which have commonly used 500 

Hz pure tone stimuli (e.g., Harris, 1960; Lang & Buchner, 2009; Whitworth & Jeffress, 1961). 

Third, the use of 500 Hz pure tones allowed for precise control over the frequency content of the 

stimuli. Due to the exploratory nature of this study, we felt it reasonable to accept the drawbacks 

of using pure tones, which include being contrived, laboratory stimuli, and the relative 

ineffectiveness of ILD cues at low frequencies in sound-field listening (Mills, 1960).  
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2.4 Procedure 

 A total of three experiments were conducted. Experiment 1 sought to replicate the MOA 

literature, by using a centering task to obtain TRs when adjusting the ITD and ILD, respectively. 

Experiment 1 consisted of two visits, each consisting of approximately two hours. Experiment 2 

obtained TRs using a single-presentation localization task, in order to remove the possibility of 

adaptive effects. This experiment consisted of one visit of approximately 2 hours. Experiment 3 

was the same as Experiment 2, but introduced adapting trains before the single presentations of 

the probe stimulus. This experiment resulted in TRs affected by either ITD or ILD adaptors that 

matched the corresponding cue in the probe. Experiment 3 consisted of two visits of 

approximately 2 hours each. The total time required to for each participant was then 

approximately ten hours over five visits.  

 Where possible, each experiment presented stimuli using one of two presentation 

patterns: cue types were either intermixed within a single experimental session (e.g., trials 

contained ITD and ILD adaptors within the same block), or only a single cue type was presented 

in any one session (e.g., session 1 contained ITD adaptors only, session 2 contained ILD 

adaptors only). This was done to examine whether repeated exposure to a single cue type over 

time rendered listeners more sensitive to adaptive effects. To this end, one group of participants 

was presented intermixed cues (the Mixed group; S1, S2, S3, S5 and S6) and one group of 

participants was presented a single cue type during any one session (the Fixed group; S4, S7, S8, 

S9). Conditions were counterbalanced for Experiment for both groups, and further 

counterbalanced by cue type for the Fixed group.  
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 Chapters 3 through 5 present each experiment as a self-contained data set. Comparisons 

across experiments are first made in Chapter 6. Chapter 7 serves as a general discussion of the 

study as a whole, and Chapter 8 is a concise summary of the major conclusions.  
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Chapter 3 

 

EXPERIMENT 1: MOA (CENTERING TASK) 

3.1 Experimental methods 

3.1.1 Stimuli 

 The stimuli in Experiment 1 were synthesized using the parameters described in the 

General Methods. Trials consisted of looped, alternating presentations of standard and target 

tones. The standard tone always carried a 0 dB ILD and a 0 µs ITD. The target tone consisted of 

either a fixed ILD (0, ±3, ±6, or ±9 dB), or a fixed ITD (0, ±100, ±200, or ±300 µs) and a 

variable, complimentary cue used to center the test tone to midline. This yielded 14 different 

conditions. The cue values were chosen after Whitworth and Jeffress (1961), who had 

successfully demonstrated incomplete trading using these values with 500 Hz tones. The variable 

complimentary cue was adjusted by the participant (described below in the Procedure), and 

started at a random value ranging from ±3 to ±9 dB, or ±100 to ±300 µs for ILD and ITD cues, 

respectively. The standard and target tones were separated by a 400 ms interstimulus interval. 

Each standard-target pair was separated by a silent interval of 600 ms. The increased duration of 

the intertrial interval was introduced to render standard-target pairs more easily recognizable, 

due to reported difficulty segregating the pairs during pilot testing (see also Domnitz & Colburn, 

1977).  
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3.1.2 Procedure 

 Participants completed a centering task with insert earphones. Stimuli were presented 

using the method of adjustment (MOA). Participants initiated each trial by pulling the trigger on 

the right Oculus Rift controller. A brief animation (three balloons bobbing) indicated the trigger 

pull had been read and the trial had begun. In this experiment, the virtual environment served to 

ensure participants kept their heads centered during the task (described in the General Methods) 

and to provide visual consistency across experiments, but otherwise there was no interaction with 

the VR surroundings for the MOA task. The variable cue of the target tone was adjusted by the 

participant using the handheld Oculus Rift controllers until the target tone was perceived as 

coming from the midline (i.e., overlapping the standard tone in perceived azimuth). The right 

controller increased the time or level advantage to the right ear (arrival time lead or higher level). 

The left controller increased the time or level advantage to the left ear. Adjustments were made 

by pressing one of the push buttons or the grip button of each controller. When the adjustable cue 

was the ITD, pressing the push button increased the time lead in steps of 10 µs, and pressing the 

grip button increased the time lead in steps of 100 µs (up to a ±900 µs maximum). When the 

adjustable cue was the ILD, pressing the push button increased the level difference in steps of 0.1 

dB, and pressing the grip button increased the level difference in steps of 1 dB (up to a 15-dB 

maximum). After participants were satisfied that the target tone had been centered, they pushed 

the thumbstick on the right controller to end the trial and record the cue value. Another 

animation (color changes) signaled the thumbstick press had been read and the trial had ended.  

 Each session began with at least 8 practice trials. During this time, participants could ask 

questions and were given as much time as necessary to familiarize themselves with the controls. 

After 8 practice trials, additional practice was provided until a participant reported comfort with 
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the task. Practice data were inspected to ensure performance was broadly consistent with 

expectations: e.g., a fixed, right-ear level advantage was perceptually centered by the participant 

introducing a left-ear time advantage. A total of 8 judgements were made during data collection 

for each of the 14 conditions (112 recorded responses).  

 Five participants were presented trials randomly from any of the seven possible ITD (0, 

±100, ±200, or ±300 µs) and ILD (0, ±3, ±6, or ±9 dB) fixed cue values. That is, those 5 

participants adjusted both cue types intermixed within the same session or day (the Mixed 

group). The remaining 4 participants were only presented trials of one cue type per session (the 

Fixed group).  

 

3.1.3 Data and Analyses 

 The final cue value chosen to center the static, complementary cue was recorded at the 

end of each trial. The values of the 8 judgments per condition were averaged into a single data 

point, after removing outliers by determining their the absolute deviation from the median (Leys 

et al., 2013). A total of 28 outliers were removed across all participants and conditions 

(approximately 6.5% of data points). All data were plotted with ITD (µs) along the ordinate, and 

ILD (dB) along the abscissa. Therefore, ITD judgments are fixed along the abscissa according to 

the fixed ILD value against which the adjustment was made. ITD values indicate timing 

judgments along the ordinate. Conversely, the ILD judgments are fixed along the ordinate, 

according to the fixed ITD value against which the level judgments were made. Level 

judgements are indicated along the abscissa. Data from both conditions are shown within a single 

plot (see Figure 7).  
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 The data points for ITD and ILD fixed cue values were fit using linear regression. The 

resulting slope was taken as the trading relation in that condition. In other words, each 

participant produced two TRs: one based on the slope of the data points when adjusting the ITD 

(henceforth ITDadj), and one based on the slope of the data points when adjusting the ILD 

(henceforth ILDadj). The group mean ITDadj and ILDadj TRs were compared using a bootstrapped 

paired-samples t-test. If cue trading required differing TRs based on the cue being adjusted to 

center the auditory percept (as hypothesized and consistent with the literature), the t-test will 

reveal the mean TRs are statistically different from each other.  

 The reliability of the data over time was measured using the split-half method. This 

approach groups the first 4 judgments and the second 4 judgments for each cue condition. The 

correlation between the early and later judgments is an indication of the extent to which first-half 

and second-half responses contributed to the mean response. If the scores are well correlated to 

each other, the data are considered reliable.  

 

3.2 Results 

 Data from all nine participants contributed to the results. No participants were reliably 

able to offset ILD values of ±6 or ± 9 dB with any amount of ITD. Participants were only 

consistently able to offset ILD cues at values of 0 dB and ±3 dB. Consequently, the TRs for the 

MOA task are derived from the slope of three data points per condition instead of the intended 

seven. It should be noted that the last four listeners were not tested in the ±9 dB ILD condition at 

all. Potential explanations for the truncated range of testable ILD values are considered in the 

Discussion.  
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3.2.1 Descriptive statistics for the MOA task 

 For all but one listener (r = 0.29), the split-half reliability of the data revealed significant 

correlations between the first 4 and second 4 judgments (range: r = 0.56 to r = 0.94). Individual 

plots of the correlations are provided in Figure 6. Overall, the data indicate participant responses 

were stable throughout the task, excluding learning effects, fatigue or changes in response 

strategy accounting for the results. Similar statistical results were achieved whether the listener 

displaying low split-half reliability was retained or not, therefore that participant has been 

included in all subsequent analyses.  

 A further quantification of the data is provided in Figure 7, where error bars denote the 

standard error around the mean for each individual mean judgment, for each condition. In 

addition to the reliability over time revealed by the split-half test, the standard error bars show 

little deviation of individual judgments around the mean for both ITDadj and ILDadj TRs (SEM = 

3.45 µs/dB and 5.79 µs/dB, respectively).  

 The results of the Shapiro-Wilk normality test revealed the MOA task data were normally 

distributed. However, Bartlettôs test for homogeneity of variance between ITD and ILD 

conditions failed to reject the null hypothesis (K-squared = 22.93, p < 0.05), indicating the 

variance across conditions was unequal. Appropriate statistical tests were chosen to account for 

the violation.  

 

3.2.2 Mixed vs. Fixed groups 

 Unequal variance t-tests (Welch two-sample test) comparing the Mixed and Fixed group 

TRs were conducted to determine whether the manner in which the cues were presented (i.e., 

mixing cue types, or presenting only a single cue type per session) influenced the results. The t-
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tests revealed no significant differences between the Mixed and Fixed groups for either the 

ITDadj TR (Mmixed = 25.8 µs/dB; Mfixed = 30.5 µs/dB; t(4.5) = 0.6, p > 0.5) or the ILDadj TR 

(Mmixed = 37 µs/dB; Mfixed = 41.5 µs/dB; t(4.3) = 0.33, p > 0.5), suggesting the MOA is not 

sensitive to intermixing cue types within a session. Because there were no statistical differences 

between groups, subsequent analyses of the MOA took place on the pooled data. It is interesting 

to note, that despite the lack of statistical difference between the Mixed and Fixed groups, there 

is a visual trend for more consistency in responses over time for the Fixed group (see Figure 6).  

 

3.2.3 TR: Adjusting ITD (fixed ILD) 

 Individual TRs obtained when participants adjusted the value of the ITD in the presence 

of various fixed ILDs are shown in Figure 7 (blue points). The mean TR while adjusting the ITD 

was 27.91 µs/dB (range = 15 to 44.9 µs/dB, SEM = 3.45 µs/dB).  

 

3.2.4 TR: Adjusting ILD (fixed ITD) 

 Individual TRs when participants adjusted the value of the ILD in the presence of various 

fixed ITDs are shown in Figure 7 (green points). The mean TR while adjusting the ILD was 

39.01 µs/dB (range = 19.9 to 69.1 µs/dB, SEM = 5.79 µs/dB).  

 

3.2.5 Comparison between ITDadj and ILDadj trading relations 

 A bootstrapped paired-samples t-test (10,000 replications) comparing TRs between 

conditions revealed a significant difference between the ITDadj (M = 27.91 µs/dB) and ILDadj (M 

= 39.01 µs/dB) for the MOA task (t(8) = 3.87, 95% CI(-1.88, 1.81), p < 0.01, d = 1.29). 

Individual (thin lines) and mean (thick lines) slopes are superimposed in Figure 8.   
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Figure 6. Split-half reliability for Experiment 1, for each participant. The last 4 judgments are plotted as a function 

of the first 4 judgments. Each panel includes responses collapsed across ITDadj and ILDadj conditions. Each circle 

represents a single response. The red line shows the best linear fit of the data. 
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Figure 7. Individual TRs from Experiment 1. Blue circles indicate the required ITD (µs) to offset a variety of fixed 

ILDs (fixed values labeled along the abscissa in dB). Green squares indicate the required ILD (dB) to offset a 

variety of fixed ITDs (fixed values labeled along the ordinate in µs). Error bars denote standard error of the mean. 

Each panel represents data from one participant. The slopes of the respective data points were taken as trading 

relations and are given in the lower left of the panels.  
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Figure 8. Mean TRs from Experiment 1. Thin, solid blue lines represent the slopes from all participants while 

adjusting the ITD. Thin, dashed green lines represent the slopes from all participants while adjusting the ILD. Thick 

lines (solid and dashed) show the group mean slopes (i.e., TRs) when participants adjusted the ITD and ILD, 

respectively.  

 

  








































































































































